1. INTRODUCTION
The Transterpreter is a small, portable run-time for the occam-π programming language\cite{14, 2}. As a language, occam-π provides powerful constructs for safely managing concurrency and parallelism in a framework derived from Hoare’s Communicating Sequential Process algebra (CSP), a model of concurrency with message-passing synchronisation primitives\cite{12}. Given the fundamentally parallel nature of wireless sensor networks (WSN) and their nodes, we believe there is great value in beginning with a well-defined concurrency model for reasoning about, and ultimately authoring software on the network. Here we introduce our run-time in light of other popular environments and languages for WSN applications, and some thoughts on possible future directions given our experiences.

2. OPERATING SYSTEMS FOR SENSOR NETWORKS
Broadly speaking, software developed for wireless sensor networks either works as a custom application tailored to the hardware, or relies on services provided by an operating system. Where an OS layer is employed, these are either open-source projects\cite{4, 1, 11} or commercial solutions\cite{20, 9, 19, 3}. In all cases, they provide different guarantees; for example, eCos\cite{4}, an embedded version of the Linux kernel, provides a rich, POSIX environment for programmers, while VxWorks, a proprietary run-time system, delivers hard real-time guarantees to programmers developing for small devices.

In almost all cases, these run-time environments provide an impoverished model of concurrency. Most operating systems for WSNs provide an event-based model of concurrency, and rarely provide any safety for the programmer working in this space. Race hazards, deadlock, livelock, and all the other dangers of concurrent execution face a programmer working in the constrained space of a sensor mote. While environments like TinyOS\cite{11} and the corresponding language nesC\cite{8} provide some compile-time race condition checks, the TinyOS concurrency model of events and tasks is difficult to reason about—either formally (using modern tools for verification) or informally (as the TinyOS programming model is rather unique).

2.1 On models and algebras
The CSP algebra, developed by Tony Hoare, has provided a sound model for reasoning about concurrency for thirty years. A fundamentally cooperative model of concurrency, it has been adapted into the real-time space\cite{17, 18}, as well as crossed into many other paradigms. Furthermore, it was implemented in hardware in the form of the Transputer\cite{21}; this implementation of the model (in the form of the occam2 programming language\cite{13}) is well documented, and occam2 programs (as well as many programs written in occam-π) are formally verifiable.

Using existing documentation, we have built a “Transputer interpreter,” or the Transterpreter\cite{14}. This virtual machine (VM) for the occam-π programming language requires approximately 12KB of space on 16-bit architectures, and executes a concise (space-conserving) Huffman-encoded byte code. This VM is designed to be portable and executes code on all major desktop platforms, and has been ported to some PDAs, mobile phones, and other small devices. It has been most actively used at Kent in teaching robotics both on the LEGO Mindstorms and the Pioneer3 robotics platforms\cite{6, 15}.

Unlike TinyOS, Mate\cite{16}, Mantis\cite{1}, eCos, or other virtual machines intended for small devices, we have made a focus of providing well-reasoned support for concurrency. While a cooperative model of concurrency can provide some challenges in the context of hard real-time operation, it eases many other programmer tasks in the face of concurrent and parallel systems. We believe it is important to explore the use of concurrent programming languages (or languages that provide powerful and appropriate abstractions for managing parallelism and concurrency) in the embedded systems space.

3. MANAGING CONCURRENCY ON THE WSN
The occam-π programming language makes it trivial to execute processes in parallel: we simply declare them in a PAR block. To handle communication between processes, we make use of the CSP idioms of sending (\textcolor{red}{!}) and receiving (\textcolor{blue}{?}) data over a unidirectional, blocking, point-to-point channel be-
between two concurrent processes. To handle multiple inputs to a process at once, we alternate over many inputs, and deal with them as they are ready. What makes these abstractions particularly powerful is that they are not limited to a single WSN node; we might just as easily be expressing communications between a radio driver and a buffer in our software as between two processes running on two separate nodes in the network. The consistency of this model, both on a node and between nodes, is a boon (in our experience) to developers. For example, we have no need for “patterns,” as described by Gray et. al. with respect to TinyOS[7]; our concurrency model already has natural concurrency patterns, and we can implement them directly in occam-π.

That said, there are challenges for principled languages and run-times. For example, hard real-time constraints are always a challenge, in any language—unless you evolve your language to explicitly support time[10]. While our run-time provides a clean abstraction for communications—which can easily be used for inter-node communications—robustly hiding the complexities and dangers of wireless communications between nodes “in the wild” is a challenging abstraction to get right. Also, developing a portable virtual machine requires trade-offs, and power consumption is one: is a byte code interpreter running on a small device too power hungry for use in the general case? Our initial tests suggest that this is not a significant concern, but there is a subject for future work and discussion.

 Lastly, using a “different” language brings its own set of challenges. To leverage existing code, we provide facilities for bridging from occam-π to “foreign code” (C libraries, etc.): this is a fragile process, as the C-code may violate invariants our compiler previously guaranteed regarding safety in the face of concurrency. And change never comes freely; despite being a fundamentally unsafe tool, programmers may prefer to implement using eCos and C, as opposed to learning a new language that forces them to “think differently,” regardless of the safety such a change might bring.
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